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IEC/IEEE Dual Logo International Standards

• This Dual Logo International Standard is the 
result of an agreement between the IEC and 
the Institute of Electrical and Electronics 
Engineers, Inc. (IEEE). 

• The original IEEE Standard was submitted to 
the IEC for consideration under the 
agreement, and the resulting IEC/IEEE Dual 
Logo International Standard has been 
published in accordance with the ISO/IEC 
Directives.

IEEE 1588 Introduction

• The objective of this standard is to specify a protocol to 
synchronize independent clocks running on separate nodes
of a distributed measurement and control system to a 
high degree of accuracy and precision. 

• The clocks communicate with each other over a 
communication network. In its basic form, this protocol is 
intended to be administration free.

• The protocol generates a master slave relationship among 
the clocks in the system. Within a given subnet of a 
network, there will be a single master clock.

• All clocks ultimately derive their time from a clock known 
as the grandmaster clock. The communication path 
between any clock and its grandmaster clock is part of a 
minimum spanning tree.
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IEEE 1588 Introduction

•For about ten years a number of academic and 
commercial organizations developed techniques for 
synchronizing clocks in devices

•In November 2000 enough interest was generated to 
warrant forming a committee and obtaining sponsorship

•The initial committee met in April 2001 along with 
members of the automation, robotics, test and 
measurement, time keeping industries

•The committee decided to seek sponsorship form the 
IEEE Technical Committee on Sensor Technology of the 
Instrumentation and Measurement Society, 

History
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Why do we need a time synchronization standard?

•Measurement and control systems which previously were contained in 
centralized architecture are now becoming more and more distributed 
due to the demand on making everything faster, cheaper, and smaller

•Most applications can be enhanced by having an accurate distribution 
wide sense of time achieved by having local clocks at each node, which 
can be a sensor, actuator or other devices 

•One example of a distributed communications system is the Ethernet, 
which is increasingly being used for measurement and control 
applications

•A major problem in distributed systems is that individual clocks tend 
to drive apart due to instabilities inherent in source oscillators, and 
environmental conditions such as temperature air circulation and 
mechanical stresses such as vibration and aging.

P1588 NTP GPS TTP,SERC
OS

Spatial 
extent

A few subnets Wide area Wide area Local bus

Communic
ations

Network Internet Satellite Bus

Target 
Accuracy

Sub-
microsecond

Few 
milliseconds

Sub-
microsecond

Sub-
microsecond

Style Master/Slave Peer 
ensemble

Client/server Master/slave

Resources Small 
network 
message and 
computation 
footprint

Moderate 
network and 
computation 
footprint

Moderate 
computation 
footprint

moderate
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P1588 NTP GPS TTP,SERC
OS

Latency 
correction

Yes Yes Yes No

Protocol 
specifies 
security

No Yes No No

Administra
tion

Self 
organizing

Configured N/A Configured

Hardware For highest 
accuracy

No RF receiver 
and 
processor

Yes

Update 
interval

~2 seconds Varies 
Nominally 
seconds

~ 1 second Every TDMA 
cycle

•IEEE 1588 standard is known as PTP for short

•Protocols such as NTP are not relievable enough and do 
not provide sufficient resolution to be useful for 
industrial automation applications due to it’s being a 
software only protocol

•The PTP does not require hardware implementation but 
for the most accurate results the use of hardware is 
required, and can produce synchronization within 10 
nanoseconds.

Implementation
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Operational environment

• The network must support multicast
communication

• It must be possible to prevent multicast 
messages from propagating beyond a subnet

• Each clock implementing the protocol must 
meet the performance requirements

Assumptions

• Network delay between master and slave on a subnet 
must be symmetric.

• A clock may contain asymmetric delays in its time 
stamping mechanism or protocol path.  If these 
asymmetries are not negligible they must be correctly 
accounted for.

• Network delay between master and slave on a subnet 
must be constant over a ptp delay request interval.

• Boundary clocks must be used to synchronize across 
subnets.

Optimal clock synchronization performance
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Optimal clock synchronization performance

– Delay fluctuation due to network components and due to 
the protocol stack within clocks must be reduced by two 
techniques:

– the timestamps used in ptp are generated as close to 
the physical layer as practical for a given clock 
implementation.  In cases where the most accurate 
timestamps can be generated only after a message has 
actually been transmitted, the actual value is 
communicated in the follow up message from the 
master.

– Remaining delay fluctuation introduced by the protocol 
stack and by network components not isolated by a 
boundary clock can be reduced by averaging. The 
averaging algorithms are outside the scope of this 
standard. 

IEEE 1588 lists  3 steps into synchronizing the timing in each system

Step 1 – identify the system standard clock time (choose a master clock)

Step 2 – Calculate Offset (difference in clock settings)

Step 3 – Calculate Delay (difference in message propagation)

PTP uses 4 periodic messages that move back and forth between the 
master and the slaves which trigger the capture of a time-stamp and 
transmit the time-stamp information:

Sync (used in step 1)
Follow up (used in step 1)
Delay Request (used in step 2)
Delay Response (used in step2)

There is no definition in the protocol to define the method that a 
slave clock must use to adjust itself to synchronize with the master, 
nor does it define the method by which the time-stamps are captured
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• The first step in the IEEE 1588 protocol is to define a Best 
Master Clock (BMC)

• This process labels one system clock as the best choice and 
labels all the other clocks as slaves.

• This is done through every clock in the PTP system storing its 
features with in a specified data set.

• The features are transmitted to every other node within the 
Sync message.

• With this information every node is able to declare the master 
using the same BMC algorithm.

• The assumption being if each clock receives the same data and 
utilizes the same algorithm they will all result in the same BMC

Step 1

•The process that initializes 
synchronization is the master 
which sends the first Sync 
message to the slaves 
(periodically usually the 
minimum is every second)

•The outbound sync message 
triggers the master to capture 
a time-stamp of its local system 
clock

•The inbound sync message at 
the slaves trigger the slaves to 
capture a time-stamp of its 
local system clock

Sync Message
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•The master sends a follow up 
message to the slave that 
contains the master timestamp 
of the previous Sync message

•The slave uses the two time-
stamps to figure out the delta 
between the master and slave 
clocks.

•At this point the slave now 
knows what the difference 
between the master and slave 
time is

Follow Up

•The slave then sends a Delay 
Request message to the master.

•The outbound Delay Request 
message triggers the slave to 
capture a time-stamp of its 
local system time. 

•The inbound Delay Request at 
the master triggers the master 
to capture a time-stamp of its 
local system time

Delay Request
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•The master then sends a Delay 
Response message back to the slave 
that contains the master time-stamp 
from the receipt of the previous 
Delay Request message

•The slave now uses the two time-
stamps to calculate the propagation 
delay between the master and slave 
nodes

•One major assumption of the IEEE 
1588 is that the propagation delay in 
the network is symmetrical (meaning 
the message speed from master-slave 
and slave-master is the same

•The slave then uses the offset and 
delay to adjust its system clock to 
synchronize with the master clocks 
time

Delay Response

Example (1/4)

•First Sync Message is sent with a time-stamp of 10:00 and is received due to 
propagation and offset with a time-stamp of 11:30 at the slave

•This causes an apparent offset of 90 minutes

Slave Clock:

11:00 AM

Master Clock:

10:00 AM

Offset = 1hr

Sending Time:

10:00 AM

Receipt Time:

11:30 AM

Sending 
Message with 
Propagation 
Time = 30 min
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Example (2/4)

•A Delay Request message is sent from the slave to the master with at time-stamp of 
11:00 and is received at the master with a time-stamp of 10:40 due to a propagation 
and offset

•This causes an apparent offset of -20 minutes

Slave Clock:

11:00 AM

Master Clock:

10:00 AM

Offset = 1hr

Sending Time:

10:40 AM

Receipt Time:

11:00 AM

Sending 
Message with 
Propagation 
Time = 40 min

Example (3/4)

•A Delay Response is returned to the slave with the time-stamp of when the Delay 
Request was received by the master

•Now in the system there are two equations

MS_Difference = offset + MS_Delay

SM_Difference = offset + SM_Delay

•Two measured quantities

MS_Difference = 90 min

SM_Difference = -20 min

•Three Unknowns

offset, MS_Delay and SM_Delay

•Rearranging the equations we can get

offset = ((MS_difference – SM_difference)-(MS_delay-SM_delay))/2

and after offset correction 

MS_delay + SM_Delay = MS_difference+SM_difference
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Example (4/4)

•The assumption made in the standard is that

MS_delay = SM_delay = one_way_delay

•The final equations become

offset = (MS_difference – SM_difference)/2

And

one_way_delay = (MS_difference + SM_difference)/2

•Thus given

MS_difference = 90 min

SM_difference = -20 min

•We get

offset = (90-(-20))/2 = 55 min (actual was 60)

one_way_delay = (90+(-20))/2 = 35 min (actual was 30 and 40)

Systems that implement IEEE 1588

Intel IXP 465 Network Processor

•Implements an integrated IEEE 1588 hardware-assist logic for time synchronization 
of multiple clocks in a distributed Ethernet system.

•This hardware-assist logic when complemented by software running on the Intel 
Scale core can be used to implement full source or sink capable IEEE 1588 compliant 
Ethernet nodes


